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Data Augmentations
• Increase the diversity of training data
• Act as regularization
• Require expertise and manual work to design
• Depend on the network and dataset

https://pytorch.org/vision/stable/_images/sphx_glr_plot_transforms_illustrations_thumb.png
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Automatic Data Augmentation
• Learning data augmentation policies

o AutoAugment (Cubuk et al., 2019)
o Population Based Augmentation (Ho et al., 2019)

• High computational cost and complicated procedures
• Often use proxy tasks
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Challenging the proxy task assumption
Network size and dataset subsets
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RandAugment
• Does not rely on proxy tasks
• Small search space
• No complicated optimization procedure



6

RandAugment
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Results
Comparison with other approaches
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Results
Top-1 and Top-5 on ImageNet

• AutoAugment does not help for larger models
o Policy found on 10% of the dataset
o Proxy not representative of the full dataset

• SOTA accuracy in top-1
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Results
COCO dataset for object detection
• AutoAugment

o Uses specialized augmentations for bounding boxes
o Took 15k GPU hours

• RandAugment is competitive without it
o Searched over 6 values (N = 1, M = {4, 5, 6, 7, 8, 9})
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Results
Impact of included transformations
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Results
Impact of included transformations

https://pytorch.org/vision/main/auto_examples/transforms/plot_transforms_illustrations.html
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Results
Learning the probability per augmentation

• RandAugment samples uniformly N transforms
• Can also set a different probability per transform
• Most transformations are differentiable

o backprop to learn the probability per transformation

• Learn to maximize the results on validation images
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Results
Learning the probability per augmentation

• Improves performance
• Higher computational demands

o Requires to apply all K transformations N times to each image
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Results
Magnitude methods

• Ways to choose the magnitude
• Similar performances
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Results
Individual magnitude
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RangAugment
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