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Transformers + Point Clouds



Transformers in NLP

• Attention Is All You Need (2017)

• Revolution in NLP

• GPT-3 (Generative Pre-trained Transformer 3)
• 175 billion parameters

• 499 billion tokens

• BERT (Bidirectional Encoder Representations from 
Transformers)
• 110 million parameters

https://arxiv.org/abs/1706.03762


• Domination of transformers

• Top-8 models use transformers 
for "Object Detection on COCO 
test-dev"

Papers with Code, Screenshot taken Jul. 12th 2021

Transformers in Object 
Detection

https://paperswithcode.com/sota/object-detection-on-coco


Tesla AI Day

https://youtu.be/j0z4FweCy4M

https://youtu.be/j0z4FweCy4M


A Quick Review on QKV Attention

• Query

• Key

• Value



Transformers



Transformers

Transformer



Positional encoding

• Fourier positional 
enconding

• Rethinking Positional 
Encoding in Language Pre-
training (Ke, He, Liu, 2020)

https://www.youtube.com/watch?v=dichIcUZfOw&ab_channel=Hedu-MathofIntelligence

https://arxiv.org/abs/2006.15595
https://www.youtube.com/watch?v=dichIcUZfOw&ab_channel=Hedu-MathofIntelligence


Complexity and Path Length

Attention Is All You Need (2017)

The quick brown fox jumps over the lazy dog

The quick brown fox jumps over the lazy dog

O(n/k)
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Transformers in CV

• Patch-based
• ViT (classification)

• SWIN Transformer (classification, detection, panoptic)

• Query-based
• DETR (classification, detection, panoptic)

• Deformable DETR (classification, detection, panoptic)

• Perceiver



Patch-based
Avoid the Quadratic



Vision Transformer (ViT)

An image is worth 16x16 words : Transformers for image recognition at scale, 2021

https://ai.googleblog.com/
2020/12/transformers-for-
image-recognition-at.html

https://arxiv.org/abs/2010.11929%20
https://ai.googleblog.com/2020/12/transformers-for-image-recognition-at.html


Attention

• Attention from CLS to input image



Results

• TPUv3-core-days

• 14x14 patches vs 16x16 (tradeoff compute-precision)



Attention Distance

• Mean attention distance ~ receptive field

• More flexible than CNN



Transformer vs CNN

Do Vision Transformers See Like Convolutional Neural Networks? (2021)

https://arxiv.org/abs/2108.08810


DINO

• Self-supervised learning

• KNN classification

• Attention maps
• Attention maps are better in SSL

• Supervised stops learning when good on task

https://ai.facebook.com/blog/dino-paws-computer-vision-with-self-supervised-transformers-and-10x-more-efficient-training

Emerging Properties in Self-Supervised Vision Transformers

https://ai.facebook.com/blog/dino-paws-computer-vision-with-self-supervised-transformers-and-10x-more-efficient-training
https://arxiv.org/abs/2104.14294v1


Vision Transformer (ViT)

An image is worth 16x16 words : Transformers for image recognition at scale, 2021

https://ai.googleblog.com/
2020/12/transformers-for-
image-recognition-at.html

https://arxiv.org/abs/2010.11929%20
https://ai.googleblog.com/2020/12/transformers-for-image-recognition-at.html


SWIN Transformer – A New Backbone

Swin Transformer: Hierarchical Vision Transformer using Shifted Windows

https://arxiv.org/abs/2103.14030v1%E2%80%8B


Query-based
Asking the real questions



DETR — DEtection TRansformer

https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/

https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/


DETR vs Faster R-CNN

https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/

https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/


DETR Architecture



Encoder attention

• Attention map of the last encoder layer

• Trained on bounding boxes



Decoder attention scores



Results



Perceiver
Another way to see



Perceiver



PerceiverIO

Perceiver IO: A General Architecture for Structured Inputs & Outputs, (2021)

https://arxiv.org/abs/2107.14795


Conclusion

• Transformers revolutioned NLP
• The revolution started in CV

• Weaker inductive biases than CNN
• Possibly better with enough data

• Scale very well

Scaling Vision Transformers

https://arxiv.org/abs/2106.04560


Useful Links

• ViT @ Google AI Blog

• SWIN @ arXiv

• DETR @ Facebook AI

• DINO @ Facebook AI

• Perceiver @ arXix

• PerceiverIO @ arXiv

https://ai.googleblog.com/2020/12/transformers-for-image-recognition-at.html
https://arxiv.org/abs/2103.14030v1
https://ai.facebook.com/blog/end-to-end-object-detection-with-transformers/
https://ai.facebook.com/blog/dino-paws-computer-vision-with-self-supervised-transformers-and-10x-more-efficient-training
https://export.arxiv.org/abs/2103.03206
https://arxiv.org/abs/2107.14795

